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Tensor–vector multiplication is one of the core components in tensor computa-
tions. We have recently investigated high performance, single core implemen-
tation of this bandwidth-bound operation. In this work, we investigate efficient,
shared memory algorithms to carry out this operation. Upon carefully analyzing
the design space, we implement a number of alternatives using OpenMP and com-
pare them experimentally. Experimental results on up to 8 socket system show
near peak performance for the proposed algorithm
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