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The main purpose of this paper is to present a very efficient GPU implementa-
tion to compute the product of a triangular matrix and a vector (trmv). Usually,
developers use cuBLAS, a linear algebra library optimized for each of various
generations of GPUs, to compute the trmv. To attain better performance than
cuBLAS, our GPU implementation the trmv uses various acceleration technique
for latest GPUs. More specifically, in our GPU implementation, (1) only one ker-
nel is called (2) maximum number of threads are invoked, (3) all memory access
to the global memory is coalesced, (4) all memory access to the shared memory
has no bank conflict, and (5) shared memory access is minimized by a warp shuf-
fle function. Experimental results for five generations of NVIDIA GPUs show
that for matrices of sizes from 32× 32 to 16K× 16K show that our GPU im-
plementation is faster than cuBLAS and muBLAS for almost all sizes and GPU
generations.
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